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| Desi%n of the VAX Instrumentation Package (VIP)
‘ L.W. Dowdy, W.S. Freeze, B.G. Labaw, and J.N. Reed

1. Introduction

This report describes the desiga of the VAX Instrumentation
Package (VIP). The target machine initially is the VAX 11/780 running
under the Unix operating system at the Computer Science Department of
the University of Maryland.

VIP is a scof tware monitor of VAX performance. 1t is designed as
. an aid for system monitoring, system tuning, and system modeling. For
g example, VIP monitors the request rate of system files. If the request
. rate of a particular fila becomes high, the system may be " tuned” by
mak ing the file resident in main memory. Specirfic parameters of cdhe
file (e.g., the average number of words transferred per {ile request)
g may be used in a queuing network model of the system to predict the

performance impact of making the file resident in main memory.

A major motivation for VIP is collecting parametric values for,
and providing validation of, system models of the VAX. In the past few
years, sophisticated and powerful modeling techniques have ceen

developed [1]. A major problem in the application of these techniques

is that actual systems do not monitor those input parameters that are
necessary for the application of the modeling techniques. Furthermore,
these modeling techniques typically provide performans: measur2s  wnich

are more extensive than are usually measured. Validation, as ~ell as

the constructicn, of accurate models is thus a difficult problem.

During the design process of VIP, several existing sof tware
monitors were examined in detail. VIP includes, extends, and deletes
several of the 1ideas from these existing monitors. The specific

monitors examined include:

Univac SIP {2]

VAY VMS Display Utility [3]

Burroughs SPARK [4]

IBM RMF/SMF [5)
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The struecture of VIP is illustrated in figure I:
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Figure 1: VI? Structure
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A user initiates VIP. The wuser can specify various options.
These options include: a) the speci’ic performance information desired,
b) the specific process type(s) {e.3., batch, sysctem overhead, Fortran)
that the user desires to mounitor, aad ¢) timing information des~ridbing
the resclution and the length of the monitoring session. For exoaple, a
user may request epu and disk utilizations (i.e., option a), £for =smail
bateh jobs (i.e., option b), to be reported over a 30 minutz period in 5
minute intervals (i.e., option c). VIP monitors the requested activity
and, aceording to user specified timing resolutions, logs the
information on secondary storage. Concurrently, or at some later time,
the logged information is used by a data teduc tion program, DRP, which
analyzes the data and produces reports for the user. Upon receiving
initial reports, the user can dynamicallv alter the parameters used by
ViP. Since the timing input parameters and/or the monitired events c¢an
be changed, the overhead of running VIP on the svstem (s variable.

Section 2 of this report speciiies the data structures used by VIV

in recording the measurement {nformation. Section 3 gives the specific
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measured entities.

2. Data Structures

2.1 Record Types

To record information, VIP accesses one of four ctvpes of data
S Xuc tures. The data structures associlated with a measurasle entity

depend on its nature and the desired level of informaticn to be

b shit aotuls

.

acquired.

gty 4

The four types of data structures are (see Figure 2):

e

|

:

1-Dimencion-Grid

Figure 2: Data Struecture Types

A. U-Dimension-Grid: A O-dimension~zril reeord s a single

holds

It a count of the number of ogccureric2s of an

counter.




event (e.3., number of page faults).
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the number of service requests which require 5 to 10 msec of
service when 4 to 6 requests were in the queue; and so on ({see
Figure 3). In this wav the relative dependence of one
measurable quantity parameter of an event to accther measurable

quantity parameter is obtained.

D. Log - A log record is used when none ot the other data
structures 1is appropriate to record the occurence of an event.
This is the case when the number of parameters measured at the
time of an event is too great to be recorded in the other data
struec tures. A log record is identified with a single
occurrence of an event. Speviri: errors in the systen may bde

recorded in this way.

channel service time (msec)

0-5 5-10

channel
queue
tength

Figure 3: 2-Dimension-Grid Example

2.2 Special Job Class Monitoring

A value of 1 or 0, respectively, s assigned to a process to
indicate whether or unot the process s singled out for special
aonitoring. VIP records the measurcment accoraing to thils process tyvpe.
For example, the count of the number of disk opcrations might be broken

into two parts: the first corresponding to processes associated with




student jobs and the second to all other processes. Processes which
might be singled out for special monitoring 1include: batch job
processes, processes associated with Jjobs having a «certain aczount

number range, processes using a certain piece of softuare. User

selection of singled out processes may be done dvnamically.

2.3 Record Descriptions

2.3.1 0-Dimension~Grid

A O~dimension-grid record contains the number of timeg an event

occurred and irformation about the event itself.

Format:
Type
O-d imension~grid = record
idnumber :integer;
leng th :integer;
log time :integer;
O-grid zarray(0..1] of integer;
cumtot tarray{0..1] of integer;
starttime :arrav{0..1] of inteyer;

end;

Explanation:

idnumber - Event identifier.
length - The record leagth in words.

logtime — The time the record was last logged to secondary storage

and reinitialized.

0-zrid -~ O-grid{i] heolds the number of rtrimes the wvent occurred by

processes with type i for { =0 or l.

cumtot -~ cumtot| i} holds the cumulative total of the neasurement

e e




values (i.e., the actual nAuanticies measured by VIP)

associated with processes of tvpe { fur 1= 9 or 1. Tor
example, to determine the (aonnt of nine thiat a vidnnel s
idle while a vconnecte! “Zavice is busy {e.g., sceking),

cumto t[1] would hold this cumulative time for type I
processes, while cumtot{(] holds the sume for all othur
processes. In contrast, O-grid{i] would contain the
number of times that the channel is idle while the device

is busy for type 1 processes.

starttime ~ starttime[ 1] holds the last time VIP uccessed the

record by a type 1 process.

Example:

A O-dimension-grid record might be used to record disk busy tines.
VIP accesses the record whenever a disk request 1is initiated or
terminatad. For an initiation, the starttime is simply recorded. For a
termination, the recorded starttime is subtrac ted fr.om the curvent tin2
to give the busy time. This rumber is then added to cumtot, and O-grid
is incremented by one. The average busy time per request .can later ce

calculated by the DRP by dividing cumtot by O-grid.

~

2.3.2 i-~Dimension—~Gr id

A l-dimension-grid record is an extension of a O-~dimeasion-zrid
record used for capturing infcrmation needed to determine distributions.
The l-~dimenson—-grid record contains several counters, each associated
with a range (user definable). A counter is incremented tor any event

oceurrence having a measurement value falling in 1its given range.

Format:

I~dimension~grid = record

idaumber @ intevar;
.
A

logtime rinteger;

eng th inteqger;

v -




size rinteger;

rangeid :integer;

range rarray[0..size~1] of integer;
l-grid rarray(0..1, O..size] of integer;
cumtot sarray(0..1] of integer;

s tar ttime :array[0..1] of integer;

end;

Explanation:

idnumber ~ Event identifier.
length - The record length in words.

logtime ~ The time the record was last logged to secondary scidrage

and reinitialized.

size — The number of counters in the record.

rangeid - Identifying number for the interpretation of the range.

range ~ Array eontaining the boundary limits associated with the
counters.

l-grid — An array of counters. The first subscript refers to the
process type. For example, 1l-grid(0,4] counts, for
processes with type (, the event occurrences having
measurement values specified by the range boundaries given
in range[3] and range[4].

cumtot ~ cumtot|i] holds the cumulative total of the measurement

values associated with processes of type i for i = 0 or l.

starttime -~ starttime[ i} holds the last time VIP accessed the

record of a type i process.

Example:

A l~dimension-grid record might be wused to record {informaction

ultimately used to compute the average and distribution of CPU burst

times. The rangeid would specify that the range values «ccrrespond to
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CPU burst times. The array range might ~ontain:
range = [3 5 7 9 ... ]

VIP accesses the record upon each CPU rontext switch. The CFU
burst time 1is calculated by subtracting starttime f{rom the current tice.
Suppose barch processes have been singled out for special monitoring
(i.e., type 1), For a batch process having a measured burst time of 3
ms, the number 8 is added to cumtot{l] (1 for a bat:h process type), and
l-grid[1,3] is ineremented by one since range[2] < 8 < range{3]. The
average batch process burst time can later be calculated by the DRP by
dividing cumtot[l] by the total ecount which 1is found by sunning

l-grid[1l,k] for k¥ = O..size.

2.3.3 2-Dimension~Grid

A 2-dimension-grid record is an extensivn of a Il-dimension-1rid
record used for capturing information needed to determine distributiorns
where the distribution depends upon some network parameter. The record
contains several counters. When an event occurs the specific vounter
which is updated depends upcn: 1) the process type assoclated with the
event and 2) the values of the two parameters specified by rangeid (user

def inable).

Format:
2-~dimension-grid = record
idnumber :integer;
length tinteger;

log time :integer;

size rarray(0..1] of integer;

rangeid rarray[0..1] of integer;

range0 rarray[0..size[0]-1}] ¢. integer;

rangel sarray{0..size[1l]~-1] of integer;

2~grid rarray{0..1, O..size(0], O..size[l]] of inteyer;
cumtot tarray(0..1l, O..size{0]] of integar;

starttime :arraylv..l] of inteser;

end:




Explanation:

idnumber ~ Event identifier.
leng th = The record length in words.

logtime — The time the record was last logged to secondary storage

and reinitialized.

u_. size — Array containing the number of counters in the record in
. each dimension.
3
rangeid - Array containing identifying numbers feor the

interpretation of the range i{n earh dimension.

range0 and rangel - Arrays containing the boundary limits

associated with the counters in each dimens ion.

2~grid ~ An array of counters. The first subscript refers to the
process type. The remaining subscripts refer to
respec tive rangeid interpretations, For exampl 2,
2-grid{1,j,k] counts, for processes of type i, the event
occurences having measurement values specified by: 1) the
range boundaries given in rangeO[j~l] and range({j] for
the first dimension, and 2) the range boundaries given in J
rangel[k-=1] and rangellk] for the second dimensivn.

cumtot ~ Array of cumulative totals. The first subscript refers %o

the proecess type. The second subscript rofers to  che

first dimension range. For example, cumtot| i,j] holds tie
cumulative total of measurement values associated with
processes of type i whose first dimension 1interpretation

is bounded by rangeO{ j~1] and rangeQ[j].

starttime — starttime[ 1] holds the last time VIP accessed the

record of a type { process.
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Example:

Suppose the interarrival time discoribution of requests to the
swapping disk 1is desired. However, it might be suspected that the
distribution depends upon the number of processes resideat i3 main

memory. A 2-~dimension~grid record could be used as follows.

1,

size = [3 4]

rangeid[0] = "number of processes in main memory”
rangeid[l] = "interarrival times to the swapping disk”
range0 = {3 6 9]

rangel = [5 10 15 20]

Suppose a type O process makes a request for the disk and this
2~dimension-grid record is accessed. The value of stacttime{0! in the
record is subtracted from the current time and this difference is taken
as the measurement value., The value of starttime(0] is updated to the

current time for the next access. Suppose that a measurement value of
22 msee is observed. Suppose that the number of processes in main
memory is 8. The 'counter, 2-grid[0,2,4], would be incremented, since G
is the process type; rangeO[1] < 8 < range0(2]; and, rangel{4j < 22.
The measurement value, 22, would be added to cumtot[0,2], since 0 is the
process type and rangeQO[l) < 8 < range0[2).

The average interarrival time of type i processes to the swapping
disk when k processes are resident in main memory can be calculated bv
the data reduetion program. This average time 1is found by dividing
cumtot{0,x}] by the sum of 2~grid{0,x,y], where rangeO(x-1] < & <

rangeO(x], and vy = 0,1,2,3,4.

2.3.4 Log

A log record is specific to a certain event and is created by VIP

and then saved.
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Format:
Type log = record
idnumber :integer;
leng th :inteyger;
log time :integer;
proctype :integer;
rest :otherinfo;

end;

Explanation:

idnumber -~ Event identifier.
leng th ~ The record length in words.
logtime - The time the record was logged to secondary storage.

proctype — Holds a value of 1 or O indicating the process type of

the process causing the event. .

rest — (Whatever event specific information that is necessary).

Example:

A log record might be used to gather information about individual
jobs in the system. The record would contain fields for the rreatrr and

creation time of the job.

3. Instrumentation Entities

This seetion details the individua! items to be measured. The
type of data structure format used to record the information (described
in detail in the previous section) is given for each item. Certain
measurements can be derived from other more basic measurements (e.z.,
utilization = active time/total time). These items are to be obtained
from tne data reduction progran, DRP, and are so indicated.

The individual items are classified into: a) 1/0 devices, b) 1,0

controllers, c¢) terminal interfaces, d) bus resources, e¢) CPU resour:zes,
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f) memory resources, and g) sof tware rescur«es.
item data structure
a) 1/0 devices (e.g., RPO6 disks, TEl6 tanes, DRLIL parallel interfaces)
lg number of words transferred in and out l-grid
2) number of calls (i.e., traasfers, transactions) DR
3% throughput (i.e., calls per unit time) DRP
4) busy (i.e., active) time O-grid
53 utilization DRP
6) seek time l-grid
1 73 rotational latency time l-grid
8) transfer time l-grid
93 queue length l-grid
10) response time per request (i.e., quzue time +
. service time) —grid
11) blocked (i.e., device idle but queue is nonempty) . 2-grid
12; interarrival time 2—-grid 5
13) interdeparture time 2-grid

b) I/0 controllers (i.e., when more than | device has a common

controller)
1) number of words transferred DRP
2) number of calls DRP
3) throughput : DRP
4) busy time O-grid
5) utilization DRP
6) queue length I~grid
7) response time 2-grid
8) controller free while deviece busy O-grid
9) controller busy while device free O~3rid
10) device overlap J~grid
11) blocked (i.e., controller idle but queue is nonempty) 2-grid
" 12) interarrival time 2=grid
13) interdepar ture time Z~gvid
¢) terminal interfaces (e.g., DZ1l mul tiplexors)
: 1) number of words transferred l-grid
{ 2) number of calls (i.e., process wakeups) DRP
‘ 33 throughput DRP
I 4) busy time O-grid
: 5) utilization DRP
; 6 %ueue length l-grid
! 7 hink time from terminals 1-grid
8) response time from system 1-grid
9g number of active terminals l-grid
10) blocked 2-grid
llg interarrival time 2-zgrid
12) interdeparture time 2-gri

i
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d) bus resources (e.g., UNIBUS, MASSBUS, SBI, console)

number of words transterred
number of calls
throughput

busy time

utilization

queue length

response time .

bus free while unit busy
bus busy while unit free
blocked

interarrival time
interdeparture time

M A A SeA A A S A N
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e) CPU resources (by processor mode)

1g burst time dis tribution

2) number of bursts

3) throughput

4) utilization

5) queue length

6) response time

7§ number of interrupts (by tgpe)
8) overhead burst time distribut’nn
9; overhead number of bursts

0) overhead utilization

13 monitor overhead time

2) monitor overhead utilization

33 blocked

4) interarrival time

5) interdeparture time

f) memorv resources

mul tiprogramming level (i.e., number of active PCEs)
anount of utilized core
amount of available core
active time of memory box 0O
active time of memory box 1
active time of both memory boxes simul taneously
utilization of memory box
utilization of memory box 1
utilization of both memory boxes simul taneously
work ing set size
free page list size
page pooi size
number of dirty paﬁes (i.e., modify list size)
number of page faults
program size
page cache hit ratio
g swag size distribution
; e
)

number of swaps

percentage of program residency
page lifetime

number of page reads

number of page writes
interarrival time
interdeparture time

L0 OO G0~ VN LI N OO OO0~ L~ Lot o=
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i=~grid
ZRP

DR?2

D~zrid
DRE

l-grid
2—§r id
O-grid
O-~grid
2-grid
Z-grid
2-grid

t=prid
DR?
0.2
DR P

l=grid
2-grid
J-grid
1-2vid
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g) sof tware reso?rces_ (i.e,, any queue for sof tware) (e.g., allocators,
schedulers, I/0 files, loaders, exception handlers, 05 services)

number of calls

1 O-~orid
2) throughput DRP
2) busy time O=grid
4) utilization DR2
5) queue length i=grid
6) response time _ 2=2rid
7) blocked (i.e., queue nonempty but sof tware resource

is idle) , 2-grid
83 interarrival time 2~grid
9) interdeparture time 2~grid

4. Summary

A design of a software instrumentation pac'iage has beeg daescribed.
The target machine initially is a VAX 11/780. However, the desiygn is
applicable to paging/swapping systems in generai. A data structure for

the collection of information is given, and the information to rollect

ic specified.
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